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Innovation follows discovery. If the 20th century was a golden age of discovery in the biomolecular biosciences, the current century may be remembered by the explosion of beneficial devices and therapies conceived by the bioengineers of the era. Much as the development of solid-state electronic components made possible the information revolution, the rational combining of millions of basic molecular control modules will enable the development of highly sophisticated biomachines that will make today’s smartphones appear rudimentary. The molecular toolbox is already well-stocked, particularly in our ability to manipulate DNA, control transcription, generate functionally novel hybrid proteins, and expand the genetic code to include unnatural amino acids. This review focuses on how RNA-based regulatory modules that direct alternative readings of the genetic code can be employed as basic circuit components to expand our ability to control gene expression.

Since the elucidation of the genetic code in the early 1960s (1), the common perception has been that 1) all codons encode identical information in all organisms, and 2) coding sequences are “fixed” (i.e. ribosomes must maintain translational reading frame to faithfully decode all of the information contained in mRNAs). Shortly thereafter, however, bacteriophage geneticists identified bacterial mutants capable of suppressing stop codons in viral mRNAs (2), which led to the discovery of tRNAs (called suppressor tRNAs) in both bacteria (3) and eukaryotes (4) that are capable of reassigning the meaning of “stop codons” to encode specific amino acids. In the next decade, there were additional discoveries of cis-acting mRNA elements that direct ribosomes to reassign the meanings of codons or induce ribosomes to shift into alternative reading frames. This general phenomenon is collectively referred to as “translational recoding,” which is defined as instances in which “the rules for decoding are temporarily altered through the action of specific signals built into the mRNA sequences” (5).

In a unique and thought-provoking research article, Anzalone et al. (6) exploited RNA recoding elements to create a gene expression control circuit. They employed a directed evolutionary approach in vitro to identify RNA aptamers that stimulated the activity of a translational recoding element. These aptamers were then exploited to construct single-mRNA logic gates that were applied to control a new module governing cell death. This work marked a seminal milestone in the effort to integrate translational reprogramming modules into the synthetic biology toolbox. Importantly, these synthetic elements enabled manipulation of gene expression during the elongation phase of translation, thus addressing a critical gap in the synthetic biology toolbox for regulating gene expression in synthetic biology.

Translational recoding elements

Translational recoding elements direct information encoded in mRNAs to be translated in variance to the canonical rules of the genetic code. Their modular nature enables individual genes to encode multiple proteins, a recurrent theme in mammalian genomes. The processes governing recoding are dynamic, yielding products from both canonical and recoded reading. The relative proportions of the products from each are dependent on the gene configuration. The two most common types of recoding elements program ribosomes to either reassign the meaning of a termination codon (termination codon reassignment (TCR)) or slip or shift the reading frame of an mRNA (designated programmed ribosomal frameshifting (PRF)). PRF signals typically direct ribosomes to slip by one base in either the 5’ (−1) or the 3’ (+1) direction. Less common are recoding elements that cause ribosomes to bypass defined segments of mRNAs (ribosome shunting) or those that reassign the meaning of a codon to encode an alternative amino acid (e.g. selenocysteine incorporation signals).

This review will focus on how TCR and PRF modules can be employed akin to electronic circuit components (see Box) to differentially engineer gene expression during the process of protein synthesis. In general, these mRNA regulatory elements are relatively small, with lengths ranging from ~30 to 100 nucleotides. These regulatory elements function in cis and are bipartite, composed of 1) a special sequence at which the recoding event occurs and 2) a downstream (3’) RNA structural element that directs translating ribosomes to pause over the recoding sequence. An exception to this general rule is the Ty1
Box: The basic electronic circuit components.

- **Resistors:** A resistor is a passive two component (in and out) element whose function is to decrease the amplitude of a signal that passes through it. In this essay, all translational recoding elements are analogous to resistors: they can be converted to other components when paired with other molecular elements.

- **Fixed resistors** are used to set the correct conditions in a circuit, i.e. to ensure that the correct amount of information is produced or delivered to the downstream target(s) of the circuit.

- **Variable resistors** are devices that are used to change the resistance according to changing requirements of the circuit. These are (at minimum) two component devices composed of a resistor and an element which interacts with it. A dimmer switch, used to adjust the level of lighting in a room, is an example of a variable resistor (rheostat).

- **Transistors:** A transistor is an active component that functions as an on/off switch, or to amplify a signal. These are three component devices where the in signal can only flow out if the appropriate signal is present in the third component. By analogy, a door that can only be opened by a security guard is a transistor.

- **Diodes:** are devices that allow current to flow in only one direction, and are used to convert AC to DC circuits. While protein synthesis is essentially a DC circuit (ribosomes decode mRNAs from the 5’ → 3’ direction), a special case is presented in which the diode analogy is appropriate.

- **Capacitors:** A capacitor is a weak battery that stores electricity until a threshold amount of charge is accumulated, upon which it discharges into the circuit. These are used to deliver large charges to start motors, and also as timing devices. While recoding signals do not normally function as capacitors, translational riboswitches can fulfill this function.

- **Integrated circuits:** An integrated circuit contains thousands of transistors, resistors, diodes and other simple components arranged in concert with one another. These are the building blocks of all of our electronic devices.

**Figure 1. Translational recoding signals are analogous to electrical resistors.** The symbol for resistor is shown at the top. Incoming information (5’ coding information) is shown in dark blue. Outgoing information in the original reading frame (3’ coding information) is shown in light blue. Outgoing information in alternative reading frames is shown in orange. The amplitude of each signal is indicated by arrow height. A, a TCR signal functions as a resistor by decreasing the fraction of ribosomes that are able to decode 3’ genetic information, thus decreasing the amount (amplitude) of the total protein synthesized from the gene. B, by directing a fraction of ribosomes to a “dead end” alternative reading frame, a PRF signal decreases the fraction of ribosomes that decode the original ORF, decreasing the amount (signal amplitude) of protein synthesized. This is most often utilized to control cellular gene expression. C, by directing only a small number of ribosomes to the 3’ information required to synthesize the full-length protein, the synthesis of this protein relative to a truncated protein encoded by the 5’ 0-frame ORF can be limited. This is most often used to control viral gene expression. D, a PRF signal can also function as a signal splitter.

+1 PRF element, in which only a 7-nucleotide sequence is sufficient to direct recoding.

**Recoding elements attenuate translation and thereby function as resistors**

Many viral mRNAs (7), and an increasing number of cellular transcripts (8), harbor TCR elements. It is important to emphasize that TCR events are almost never 100% efficient; only a fraction of the ribosomes that encounter a TCR signal misread the stop codon, whereas the remaining decode it “correctly.” I suggest that the analogous electrical circuit component is a resistor, because by decreasing the fraction of ribosomes that are able to translate through them, TCR elements effectively decrease the amplitude of the signal output. For example, by Ohm’s law \( V = IR \), if a 100-ohm resistor \( R \) is attached across a 12-volt battery \( V \), then a current \( I \) of \( 12/100 = 0.12 \) amperes flows through that resistor (i.e. the amount of current/signal strength exiting the resistor is attenuated 100-fold). By analogy, if a TCR with 10% efficiency is placed within an ORF, then only 90% of initiating ribosomes terminate at the stop codon, allowing 10% of the ribosomes to continue to translate the remaining ORF (i.e. a 10-fold signal attenuation is achieved) (Fig. 1A). PRF signals can be configured within an mRNA, such that either the majority of (Fig. 1B) or only a few (Fig. 1C) translating ribosomes are able to synthesize the complete, functional protein. As a consequence, TCRs can be engineered to generate a wide range of “resistance values.” Unlike electronics, where the relationship between resistance and signal strength is lin-
ear, in biological circuits controlled by recoding signals, an exponential correlation applies. The reasons underlying this difference in scaling are discussed in greater detail below.

In addition to attenuating signal strengths, PRF elements can also function as signal splitters by bifurcating the pathways that ribosomes can take to produce functional proteins (Fig. 1D). This is particularly important when the nonshifted and shifted protein products have different functions. For example, in most retroviruses, the first half of the genome is organized as shown in Fig. 1C. Here, the 5’ portion encodes structural proteins, whereas the frameshifted 3’ product encodes proteins with enzymatic functions. Viruses require relatively large quantities of structural elements to make new viral particles, whereas only a few enzymes are needed for viral replication. Splitting the signal to optimize the ratios of these two products enables controlling two outputs from a single input.

Converting simple resistors into sophisticated circuit elements

Recoding elements can also be configured to function akin to other passive and active circuitry components, including rheostats, transistors, and diodes. To help illuminate this, a brief discussion of translation elongation is first required. This cyclical process can be broken down into an ordered series of biochemical steps, each of which has been kinetically optimized to ensure that the ribosome efficiently utilizes 1) diverse sets of trans-acting factors (elongation factors, tRNAs, and release factors) and 2) intrinsic biochemical activities, to ensure accurate translation of a diverse array of mRNAs (9). Like all synthetic programs, altering the kinetics (speed or rate) of the main reactions can change the probability that side reactions, such as translational recoding, may occur. Importantly, the RNA elements that drive most cases of translational recoding alter the processivity kinetics of elongating ribosomes by directing ribosomes to pause at specific coding sites in mRNAs. Directed pausing is critical, as the mRNA sequence over which a ribosome is stopped helps to lower the energy barrier to the side reaction.

Ribosomes can be directed to pause, or become “kinetically trapped,” on mRNAs by cis-acting sequences, trans-acting factors, or combinations of both. The simplest example of a cis-acting kinetic trap is a termination codon. Because these are poorly recognized by tRNAs, these codons normally cause ribosomes to stop and await recognition by a release factor complex (RF), which then promotes termination of translation. Whereas the normal rate of termination codon misreading is <1%, if RF is depleted, ribosomes are paused at stop codons for longer times, providing the opportunity for them to utilize a tRNA that inefficiently recognizes the termination codon. This process allows TCR rates to be increased by an order of magnitude. Similarly, ribosomes can be kinetically trapped by limiting the concentration of a tRNA that is required to decode a particular codon. This is the basis for +1 PRF promoted by the yeast Ty1 retrotransposable element (10–12). In this system, the kinetic trap is supplied by the rare in-frame (0-frame) A-site AGG codon that is embedded in the heptameric sequence CUU AGG C (where the incoming, or 0-frame, is indicated by spaces). This codon is decoded by a very low-abundance tRNA, which is encoded by the HSX1 gene. As ribosomes pause at this codon awaiting this tRNA, they have time for the tRNA that occupies the ribosomal P-site to slip from the 0-frame CUU to +1-frame UUA, placing the GGC codon in the ribosomal A-site (C UUA GGC). The GGC codon is recognized by a highly abundant tRNA encoding glycine. The resulting kinetic competition between the low-abundance Arg-tRNA for the 0-frame codon and the high-abundance Gly-tRNA for the +1-frame codon results in a kinetic partitioning rate of 0.6 (i.e. ~40% of the ribosomes shift into the new reading frame). In its simplest form, the codon and adjacent mRNA sequences could be employed as a resistor, reducing the amplitude of the input signal by 40% (if in-frame translation is required for synthesis of the functional protein) (Fig. 2A).

Importantly, ribosome pausing at codons is malleable; +1 PRF can be reduced to zero by overexpression of HSX1, and conversely, it can be increased to 100% efficiency by turning off HSX1 expression (12). This example of “overlaid control” can be exploited to construct logic gates (i.e. transistors) (Fig. 2). For example, controlling HSX1 transcription with an inducible/repressible gene promoter could be used as the basis for turning Ty1 +1 PRF on and off (Fig. 2B). Specifically, repression of HSX1 translational expression could be used to switch the +1 PRF signal into the “on” position, whereas induction of this tRNA would switch this mechanism “off.” This is the essence of a logic gate where one or more inputs are processed to produce a single (binary) output. Depending on whether expression of the functional proteins require continued 0-frame expression or a frameshift event, this system could be configured as an OR gate or an AND gate, respectively.

As discussed above, cis-acting mRNA structural elements located proximally downstream of specific “slippery” sequences are commonly employed to provide kinetic traps that drive recoding. The best-studied systems that employ slippery sequences followed by mRNA structural elements are those that direct programmed −1 ribosomal frameshifting (−1 PRF). The cis-acting mRNA structural elements can be either a simple stem-loop or a more complex mRNA pseudoknot (ΨK; see example in Fig. 3A). Because these mRNA secondary structures are difficult to unwind during translation, they can cause ribosomes to pause, creating a trapping activity. When these mRNA structures are placed at an appropriate distance 3’ of a special heptameric slippery sequences (X XXY YYZ, where the incoming reading frame is denoted by spaces), tRNAs that are base-paired to the XXY YYZ codons are afforded the time to slip backward by one base, repairing their nonwobble structures are very effective drivers (ΨK; see example in Fig. 3A). Because these mRNA secondary structures are difficult to unwind during translation, they can cause ribosomes to pause, creating a trapping activity. When these mRNA structures are placed at an appropriate distance 3’ of a special heptameric slippery sequences (X XXY YYZ, where the incoming reading frame is denoted by spaces), tRNAs that are base-paired to the XXY YYZ codons are afforded the time to slip backward by one base, repairing their nonwobble structures are very effective drivers (ΨK; see example in Fig. 3A). Because these mRNA secondary structures are difficult to unwind during translation, they can cause ribosomes to pause, creating a trapping activity. When these mRNA structures are placed at an appropriate distance 3’ of a special heptameric slippery sequences (X XXY YYZ, where the incoming reading frame is denoted by spaces), tRNAs that are base-paired to the XXY YYZ codons are afforded the time to slip backward by one base, repairing their nonwobble structures are very effective drivers (ΨK; see example in Fig. 3A). Because these mRNA secondary structures are difficult to unwind during translation, they can cause ribosomes to pause, creating a trapping activity. When these mRNA structures are placed at an appropriate distance 3’ of a special heptameric slippery sequences (X XXY YYZ, where the incoming reading frame is denoted by spaces), tRNAs that are base-paired to the XXY YYZ codons are afforded the time to slip backward by one base, repairing their nonwobble structures are very effective drivers (ΨK; see example in Fig. 3A). Because these mRNA secondary structures are difficult to unwind during translation, they can cause ribosomes to pause, creating a trapping activity. When these mRNA structures are placed at an appropriate distance 3’ of a special heptameric slippery sequences (X XXY YYZ, where the incoming reading frame is denoted by spaces), tRNAs that are base-paired to the XXY YYZ codons are afforded the time to slip backward by one base, repairing their nonwobble structures are very effective drivers (ΨK; see example in Fig. 3A). Because these mRNA secondary structures are difficult to unwind during translation, they can cause ribosomes to pause, creating a trapping activity. When these mRNA structures are placed at an appropriate distance 3’ of a special heptameric slippery sequences (X XXY YYZ, where the incoming reading frame is denoted by spaces), tRNAs that are base-paired to the XXY YYZ codons are afforded the time to slip backward by one base, repairing their nonwobble structures are very effective drivers (ΨK; see example in Fig. 3A).
tein or a premature termination codon (see Fig. 1), they function as resistors because fewer ribosomes will continue to translate beyond the frameshift signal. As a general rule, −1 PRF efficiency is determined by a combination of the “slipperiness” of the slippery heptamer and the thermodynamic stability of the downstream stimulatory element. Although no precise quantitative formulation has been determined, in general, −1 PRF rates tend to be maximized according to the A/U content of slippery sites and by the thermodynamic stability of downstream stimulatory elements (14–18). Focusing on the downstream elements, because simple stem-loops are relatively easy for ribosomes to unwind, they are thought to make ribosomes pause for short periods of time and generally have weak −1 PRF activity (in the range of a few percent). In contrast, mRNA pseudoknots present a greater challenge because their downstream stems must be fully denatured before an elongating ribosome can completely unwind the upstream stems. As a consequence, mRNA pseudoknots tend to promote higher rates of −1 PRF (Fig. 3A, compare SL with ΨK). Given the large number of −1 PRF signals that have been characterized to date, a wide range of these resistors are immediately available for synthetic biology applications.

**Employing trans-acting modulators to make variable resistors**

The recoding toolbox need not be limited to naturally occurring −1 PRF signals; trans-acting oligonucleotides that interact with specific mRNA sequences can be used to create new recoding elements in mRNAs. For example, a trans-acting oligonucleotide can anneal to a specific “flat” sequence to form a pseudo-stem-loop (ΨSL) downstream of a slippery site, thus creating a synthetic −1 PRF module (19, 20) (Fig. 3A). Similarly, trans-acting oligonucleotides can be used to bridge the loop of a stem-loop with downstream sequence to form a “pseudo-pseudoknot” (ΨΨK), which can promote highly efficient −1 PRF (21). MicroRNAs (miRNAs) that stabilize a pseudoknot (ΨK + miR) have been shown to further stimulate −1 PRF activity (22). In theory, miRNAs that destabilize −1 PRF-stim-
ulating pseudoknots may be used to inhibit \(-1\) PRF (13). It is also theoretically possible to create entirely novel \(-1\) PRF signals on an otherwise unstructured mRNA by combining a stem-loop–forming oligonucleotide with a downstream pseudoknot-forming oligonucleotide; we can call this a pseudo-pseudo-pseudoknot (\(\Psi K\)). By combining different slippery sites with various cis-acting mRNA structural elements and complementary trans-acting oligonucleotides, it is possible to generate a collection of \(-1\) PRF signals with a broad range of frameshifting efficiencies (i.e. a wide selection of resistors). Finally, by placing the expression of the \(-1\) PRF-stimulating/inhibiting RNAs under control of inducible/repressible promoters, one can create variable resistors: rheostats and potentiometers.

Trans-acting modulators of recoding need not be limited to oligonucleotides. Some RNA viruses naturally employ viral and cellular encoded proteins to regulate PRF during viral replication cycles. For example, a novel \(-1/-2\) PRF mechanism is stimulated in the absence of any apparent downstream RNA structural element in porcine reproductive and respiratory syndrome virus (23, 24). Both \(-1\) and \(-2\) PRF events are stimulated by the binding of a trans-acting protein complex composed of the virus-encoded nsP1 replicase subunit and the cellular poly(C)-binding protein. This complex binds the mRNA sequence CCCANCUCC located 11 nucleotides 3’ of the GGGUUUUU shift site. Akin to PRF-stimulating downstream mRNA structural elements, binding of this complex to the target sequence induces ribosome pausing over this slippery site, resulting in slips of 1 or 2 bases in the 5’ direction (\(-1/-2\) PRF). Similarly, the encephalomyocarditis virus protein 2A trans-activates ribosomal frameshifting by binding to (and theoretically stabilizing) a stem-loop structure located 3’ of a GGUUUUU slippery site (Fig. 3B) (25). In conclusion, the synthetic biologist need not be limited to “naturally occurring”

![Figure 3. Creating a wide range of variable \(-1\) PRF signals/resistors (rheostats and potentiometers) using trans-acting factors. A, trans-acting nucleic acid–derived elements. A variety of possible \(-1\) PRF elements are shown, graphed relative to ranges of \(-1\) PRF that they can promote. In general, more stable downstream stimulatory elements promote higher levels of \(-1\) PRF and thus serve to increase resistor strength. For example, simple stem-loops (SL) are less thermodynamically stable and thus typically promote low levels of \(-1\) PRF (in the range of 1%); these can be used as weak resistors. In contrast, mRNA pseudoknots (\(\Psi K\)) are more stable, promote higher rates of \(-1\) PRF (in the range of 10%), and can thus be used as stronger resistors. Trans-acting RNAs, DNAs, or synthetic nucleic acid-derived oligomers can be variously employed to create pseudo-stem-loops (\(\Psi SL\)) (19, 20), pseudo-pseudoknots (\(\Psi K\)) (21), pseudoknots in combination with micro-RNAs (\(\Psi K\) miR) (22), and potentially even pseudo-pseudo-pseudoknots (\(\Psi K\)), thus generating a wide range of resistors. B, \(-1\) PRF stimulated by the encephalomyocarditis virus protein 2A as an example of \(-1\) PRF stimulated by a trans-acting protein (25).]
Recoding circuitry modules

Riboswitches can also be exploited to create PRF signals/variable resistors. For example, in the presence of S-adenosyl-homocysteine (SAH), the SAH riboswitch folds into a pseudo-knotted structure. If placed appropriately downstream of a slippery sequence, this module can induce −1 PRF in an SAH-dependent manner (29). Similarly, the preQ(1) riboswitch aptamer has been exploited to design inducible −1 PRF signals (30). PreQ(1) riboswitches derived from a variety of bacterial species were found to induce between 7 and 20% −1 PRF in response to increasing preQ(1) levels. Importantly, the amenability of translational riboswitches to molecular engineering approaches suggests that they can be “tuned” by varying ligand concentrations. For example, combining elements derived from the severe acute respiratory syndrome–associated coronavirus (SARS-CoV) −1 PRF signal with a theophylline-responsive element was used to generate a range of ligand-responsive −1 PRF modules (31). Critically, the ability to ramp −1 PRF (resistance) up and down in a continuous manner is the fundamental hallmark of a rheostat.

Signal output options and scaling

In the case of PRF, two output options are possible; a PRF event can either shift ribosomes into an extended ORF or to a new, proximal termination codon. The former tends to be favored by viruses, which use this arrangement to encode multiple gene products from a small genome and to maximize regulation of gene expression (13). The latter appears to be favored by cellular mRNAs as a mechanism to dampen gene expression (8). The “cellular” orientation (b in Fig. 4A) only slightly limits the amplitude of the downstream signal, whereas the “viral” (c in Fig. 4A) strongly affects it. As a consequence, b is a weak resistor, whereas c is a strong one. However, in eukaryotes, the relationship between PRF efficiency and signal strength is not linear. This is because directing ribosomes to premature termination codons in either orientation channels mRNAs to be rapidly degraded by the nonsense-mediated mRNA decay (NMD) pathway. NMD is a quality control system that evolved to remove mutant mRNAs that may encode truncated proteins that are potentially toxic, which has also evolved to post-transcriptionally control gene expression (32, 33). In orientation b,
because only a small fraction of ribosomes encounter a 0-frame termination codon, the effect of NMD is not as strong as in orientation c (22, 34). The relationship between −1 PRF efficiency and NMD on mRNA abundance has been empirically determined to follow an exponential decay profile in which mRNA abundance \( \approx e^{-0.05x} \) where \( x \) = percentage of PRF (Fig. 4B) (22, 35). Additionally, the ability of −1 PRF-stimulatory elements (and likely also TCR modules) to stop ribosomes for long periods of time (36, 37) also partially renders these mRNAs substrates for degradation through a second pathway called no-go mRNA decay (NGD) (34). The relative contributions of NMD and NGD to mRNA stability in response to −1 PRF signals are not well understood; a thorough quantitative analysis would fill this important gap in the literature. Finally, because limiting mRNA abundance would negatively impact virus replication, viruses have evolved molecular mechanisms to circumvent NMD (38–40). Theoretically, these NMD-inhibitory elements might be recruited to at least partially linearize the relationship between PRF efficiency and gene expression (Fig. 4A, d).

**Integrated circuits**

Given these basic components, it is possible to imagine combining multiple recoding modules to construct complex circuits to control gene expression pathways in response to various inputs. Nature has provided numerous examples, three of which are discussed here. The first is release factor 2 (RF2), encoded by the prfB gene. Its protein product is used to decode UGA codons in many bacteria. The prfB mRNAs in most bacterial species harbor an in-frame UGA codon located −26 codons from their AUG start codons, with the remainder of the protein-coding sequence in the +1-frame (41). When RF2 levels are high, termination is efficient (no PRF), preventing synthesis of excess RF2. However, when RF2 levels drop below a critical threshold, the UGA codon is inefficiently recognized, allowing translating ribosomes to proceed to downstream coding sequences, thus leading to high levels of PRF and to RF2 production (42). This is a classic autoregulatory feedback loop.

A second example is seen in the feedback loop controlling polyamine synthesis in eukaryotes (43). Ornithine decarboxylase (ODC), a key enzyme in this process, is degraded by ornithine decarboxylase antizyme (OAZ). Synthesis of OAZ requires a +1 PRF event that is stimulated by polyamines. Thus, when polyamine levels are low, OAZ is not made, and ODC is available to synthesize polyamines. However, when polyamine levels reach a critical threshold, +1 PRF occurs on the OAZ mRNA, OAZ is synthesized, and it degrades ODC, halting polyamine biosynthesis. Both the RF2 and OAZ frameshifting systems can be viewed as oscillators, toggling between PRF on and off states, depending on the concentrations of downstream products. Importantly, oscillators enable counting of on and off states (i.e. ones and zeros). Oscillators such as these can be used to transform biological systems into digital devices.

Recoding signals can also be used to control more complex developmental programs. This is most clearly observed in viruses, which by the very nature of having small genomes, have
simple life cycles. As a third example, the alphavirus replication cycle can be construed as a simple two-stage program. The viral genome is split into two large ORFs encoding early (nonstructural) and late (structural) proteins (Fig. 5A). Initially, only the 5’ ORF is accessible to ribosomes. Encoded in this ORF are three nonstructural proteins (nsPs), whose functions are to establish infection. A fourth nsP can only be synthesized consequent to a TCR event. This encodes the RNA-dependent RNA polymerase (RDRP in Fig. 5). Upon its synthesis, it directs transcription of the (−)-RNA replicative intermediate strand, which then serves as the template for synthesis of new (+)-strand genomic RNAs and transcription of the 3’ ORF as a subgenomic RNA. The subgenomic RNA encodes the viral structural proteins that, along with new genomic RNA, enable production of progeny virions. This process can be diagrammed as a simple integrated circuit flowchart, where the TCR event provides the conditional operation that serves as the decision point between early and late gene expression (Fig. 5B).

Final thoughts
Science is the application of a set of intellectual tools that enables us to understand and manipulate the material world. Foundational to our understanding of this world is that it is built from the bottom up using functional modules. The intent of this review is to prod a new generation of molecular and cell biologists to build on core concepts used by electrical engineers, to initiate an interdisciplinary train of thought that applies the modular nature of the biological architectonic with the ongoing revolution of molecular and cellular engineering. Our ability to manipulate gene expression in living cells has made tremendous progress over the past half-century. The addition of programmable translational recoding modules to the bioengineer- ing toolbox provides a crucial new level of control, further enhancing our ability to create increasingly complex biological systems and build the amazing biomachines of the 21st century.
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